The Numerical Hydrodynamic Modeling of Interacting Galaxies by means
Hybrid Supercomputer on base Intel Xeon Phi accelerators

Igor Kulikov'??3 Igor Chernykf? Victor Protasot’, Alexander SerenRpVladislav Nenashév

YInstitute of Computational Mathematics and MathéoaaGeophysics SB RAS, Novosibirsk, Russia
*Novosibirsk State University, Novosibirsk, Russia
3Novosibirsk State Technical University, NovosibirBlussia

The collisions of galaxies play a important roléoia formation of a variety of galaxies, becauserov
the course of a Hubble time, an ordinary galaxy maffer up to ten collisions with the other galaxia its
cluster [1]. Numerical simulation is main approdchresearch of these processes. The need to negiod of
various details of flow e.g. some instability preses, forces us to employ the most powerful supgvaters
available.

The main ingredients of galaxies are gaseous coemtamnd collisionless component for describe of
stars and dark matter. Traditionally, a collisi@sl€omponent is described using N-body models. itealess,
this model has disadvantages because of spurionsragi®n of entropy, thermodynamically non self-
consistency of star formation and supernovae fesghacreased communication overhead and poor load
balancing [2]. The “collisionless stellar hydrodymias” approach is based on the equations forristinents of
the collisionless Boltzmann equation and is adaegf@t the movement of particles at high kineticrggen a
cluster. In addition, for a description of “colbsiless stellar hydrodynamics” and hydrodynamic nwoda
unified numerical methods and parallel algorithneswsed [2].

For the system of hyperbolic equations the comlmnadf operator splitting approach (Fluid-in-Cells
technique), Godunov method and piecewise-paralbadithod on local stencil for high order solver wasdi
The dual energy formalism for guarantee of non-gl@se entropy [3] was used. The subgrid-physics made
star formation, a supernovae feedback, moleculardgen formation, cooling and heating functionsswa
included. By means numerical simulation on RSC $etam was modeled one scenario of interacting
galaxies : regions of active star formation/supeaso feedback, and regions with molecular hydrogen
formation.

Using of an unified approach for construction ofgtial numerical method [4, 5] allowed obtaining on
RSC PetaStream supercomputer speed-up factorgtdbititel Xeon Phi accelerator and maximum edingy
of 92% is demonstrated using 64 Intel Xeon Phiative mode on the cluster RSC PetaStream of thd Joi
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